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Example: storing a file reliably in an asynchronous 
network with 4 servers among which 1 unknown 
server may fail

• To store the file, make sure at least 3 servers have it

• To retrieve the file, query at least 3 servers
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Quorum systems formalize access structures 
under failure assumptions

We have:

• A set of nodes 𝑁

• A quorum system ℚ ⊆ 2𝑁

What the nodes access

• A survivor-set system 𝕊 ⊆ 2𝑁

At least one survivor set does not fail

ℚ is a quorum system for 𝕊 when:

1. For liveness: every survivor set 
includes a quorum

2. For safety: every two quorums 
and one survivor set have 
nonempty intersection
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Every 2 quorums and 1 survivor set must have 
nonempty intersection

𝑛

n′

W, the real 
survivor set

𝑄′, the quorum 
accessed by n′

𝑄, the quorum 
accessed by n

better be nonempty!
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There exists a quorum system for 𝕊 if and 
only if every three survivor sets intersect

This is the 𝑸𝟑 property:
𝑸𝟑 ≡ ∀𝑆1, 𝑆2, 𝑆3 ∈ 𝕊. 𝑆1 ∩ 𝑆2 ∩ 𝑆3 ≠ ∅

5

With 3 serves, we cannot tolerate even 1 failure

1 failure = survivor sets of cardinality 2

𝑛1, 𝑛2 ∩ 𝑛2, 𝑛3 ∩ 𝑛3, 𝑛1 = ∅



Quorum systems formalize access structures 
under failure assumptions

We have:

• A set of nodes 𝑁

• A quorum system ℚ ⊆ 2𝑁

What the nodes access

• A survivor-set system 𝕊 ⊆ 2𝑁

At least one survivor set does not fail

ℚ is a quorum system for 𝕊 when:

1. For liveness: every survivor set 
includes a quorum

2. For safety: the intersection of 
any two quorums and a 
survivor set is nonempty
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𝐐𝟑: There exists a quorum system for 𝕊 if and only if every three 
survivor sets intersect
When 𝐐𝟑 holds, we can take ℚ = 𝕊 the canonical quorum system



Quorum systems are the framework behind 
the classic distributed-computing toolbox
Reliable broadcast, consensus, shared-memory emulation, group 
membership, atomic commit, distributed transactional memory, etc. 
with algorithms such as Bracha broadcast, PBFT, Byzantine Paxos, …
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Great, but developed for centrally managed systems
Now we care about permissionless systems



Can traditional quorum systems work in a 
permissionless system?
• Anybody can unilaterally join or leave the system at any time

• No one knows precisely who is in the system at a given time

• Attackers can try to overwhelm the system with many puppets, 
also called Sybils

 A fixed set of quorums will not work
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We can use proof-of-stake

• In proof-of-stake, we count money instead of identities
• E.g. the survivor sets are the sets collectively holding more than 2/3rds of the 

money

• Caveats
• Long-range attacks

• Centralization risk

• Does wealth reflect trustworthiness or reliability?
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Why not let each node make its own failure 
assumptions and pick its own quorum system?

Each node 𝑛 chooses a survivor set system 𝕊𝑛⊆ 2𝑁 for itself
𝕊𝑛 encodes the assumptions of node 𝑛
Two nodes 𝑛 ≠ 𝑛′ may make different assumptions and have 𝑆𝑛 ≠ 𝑆𝑛′
We call this the asymmetric model

Each node 𝑛 chooses a quorum system ℚ𝑛⊆ 2𝑁 for itself

Requirements:

1. For liveness: every survivor set of 𝑛 contains a quorum of 𝑛

2. For safety: ∀𝑛, 𝑛′. ∀𝑄𝑛 ∈ ℚ𝑛,𝑊𝑛 ∈ 𝕊𝑛, 𝑄𝑛′ ∈ ℚ𝑛′ ,𝑊𝑛′ ∈ 𝕊𝑛′ .
𝑄𝑛 ∩ 𝑄𝑛′ ∩ 𝑊𝑛 ∪𝑊𝑛′ ≠ ∅
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𝑊𝑛, the real 
survivor set of 𝑛

𝑄𝑛′, quorum of 𝑛′
accessed by 𝑛′

𝑄𝑛, the quorum of 
𝑛 accessed by 𝑛

𝑊𝑛′ , the real 
survivor set of 𝑛′

When does the store-retrieve algorithm work?
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𝑛 𝑛′
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𝑛 𝑛′

must be non-empty!

𝑄𝑛 ∩ 𝑄𝑛′ ∩ 𝑊𝑛 ∪𝑊𝑛′ ≠ ∅

𝑊𝑛, the real 
survivor set of 𝑛

𝑄𝑛, the quorum of 
𝑛 accessed by 𝑛

𝑊𝑛′ , the real 
survivor set of 𝑛′

𝑄𝑛′, quorum of 𝑛′
accessed by 𝑛′



There exists a quorum system for {𝕊𝑛. 𝑛 ∈ 𝑁}
if and only if 𝐁𝟑 holds

𝑆1, 𝑆2 ∈ 𝕊𝑛, 𝑆1
′ , 𝑆2

′ ∈ 𝕊𝑛′ ⇒ 𝑆1 ∩ 𝑆1′ ∩ 𝑆2 ∪ 𝑆2′ ≠ ∅

When 𝐵3 holds, we can take ℚ𝑛 = 𝕊𝑛 for all 𝑛 (the canonical 
quorum system)
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We can solve reliable broadcast and shared 
memory for subsets called guilds
Say nodes are faulty, naïve, or wise

naïve = well-behaved but assumptions violated
wise = well-behaved + assumptions satisfied

The set of nodes 𝐺 is a guild when

1. 𝐺 is wise and

2. 𝐺 satisfies it own assumptions

Maybe we don’t need proof-of-stake after all…
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How do we make sure that 𝐁𝟑 holds at least 
for a large fraction of the system?
𝐁𝟑 is an intersection property that must hold for every two nodes

How can it possibly work in open systems where some nodes do not 
even know each other exist?

Maybe there will be a cartel that everyone trusts to put in their 
quorums. This seems to be the assumption behind Ripple.

We can do better with FBA!
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Federated Byzantine Agreement: make 
assumptions about assumptions
Each node 𝑛 picks a set of quorum slices 𝕊𝕝𝑛 and assumes that it has at least 
one slice 𝑆 ∈ 𝕊𝕝𝑛 such that:
1. All members of 𝑆 are well-behaved
2. All members of 𝑆 in turn have their assumptions satisfied

𝑊 is a minimal survivor-sets/quorum of 𝑛 when:
a. 𝑛 ∈ 𝑄
b. every member of 𝑊 has a slice in 𝑊

We will use quorums ℚ𝑛 = 𝕊𝑛
{𝕊𝕝𝑛. 𝑛 ∈ 𝑁} determines 𝕊𝑛 and ℚ𝑛 for every node 𝑛
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Each node has a unique singleton slice: 
𝕊𝕝𝑖 = { 𝑖%4 + 1 }

Every node has the unique quorum:

𝑛1, 𝑛2, 𝑛3, 𝑛4
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{ 𝑛2 }

𝑛1

𝑛2

𝑛3

𝑛4

{ 𝑛3 }

{ 𝑛4 }{ 𝑛1 }
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4 3/4

𝑛, 𝑛𝑎, 𝑛𝑏 , 𝑛1, 𝑛2, 𝑛3 ∈ ℚ𝑛
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4 3/4
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4 3/4

𝑛, 𝑛𝑏, 𝑛𝑐 , 𝑛2, 𝑛3, 𝑛4 ∈ ℚ𝑛
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4 3/4

𝑛′, 𝑛𝑎, 𝑛𝑏, 𝑛1, 𝑛2, 𝑛3 ∈ ℚ𝑛′
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4

3/4

𝑛𝑎
′

𝑛𝑏
′

𝑛𝑐
′

2/4



The Internet hypothesis: like the Internet, a 
global FBA system will be robustly connected
• Nodes make assumptions about failures and about other’s 

assumptions  we can obtain quorum intersection by transitivity

• Hypothesis: market/social forces will keep a global FBA system 
connected enough to ensure quorum intersection
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In FBA, asymmetric quorums are generated 
collectively
• In the asymmetric model, each nodes picks its survivor sets and 

quorums

• In FBA, quorums and survivor sets emerge from slices

• The resulting quorum system nevertheless seems to be an 
asymmetric quorum system

• Algorithms for the asymmetric model should work, but…
• Quorums are not given upfront, nodes have to compute their quorums
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Malicious nodes can forge their slices and lie 
about them!

• Each node independently chooses its slices

• Quorums depend on the slices of their members

 Nodes need to know each other’s slices

How do they learn each others’ slices? By communicating

Malicious nodes can lie about their slices
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Without failures, every node has the 
unique quorum 𝑛1, 𝑛2, 𝑛3, 𝑛4

But, 2 failures compromise quorum 
intersection!
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{ 𝑛2 }

𝑛1

𝑛2

𝑛3

𝑛4

{ 𝑛3 }

{ 𝑛4 }{ 𝑛1 }



Without failures, every node has the 
unique quorum 𝑛, 𝑛2, 𝑛3, 𝑛4

But, 2 failures compromise quorum 
intersection!

Now we have two disjoint quorums: 
{𝑛1, 𝑛2} and {𝑛3, 𝑛4}
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{ 𝑛2 }

𝑛1

𝑛2

𝑛3

𝑛4

{ 𝑛1 }

{ 𝑛4 }

{ 𝑛3 }
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4

3/4

𝑛𝑎
′

𝑛𝑏
′

𝑛𝑐
′

2/4
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𝑛

𝑛′

𝑛𝑎

𝑛𝑏

𝑛𝑐

𝑛1

𝑛2

𝑛3

𝑛4

2/3

2/3

2/4

3/4

𝑛𝑎
′

𝑛𝑏
′

𝑛𝑐
′

2/4



In the worst case, malicious nodes make 
quorums as small as possible
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𝑛 𝑛′

{ 𝑛 }



FBA enjoys the quorum-sharing property

“A quorum is a quorum for all its members”

We can think of the system as just a set of quorums!
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𝑄1

𝑄2
𝑄3

𝑄4

𝑄11

𝑄7

𝑄8

𝑄9

𝑄10

𝑄12

𝑄5

𝑄6Also, if 𝑄 and 𝑄′ are quorums, 
then so is 𝑄 ∪ 𝑄′

Remember 𝑄 is a quorum when:
a. 𝑛 ∈ 𝑄
b. every member of 𝑄 has a slice in 𝑄



A topology must satisfy 3 axioms

A topology is

• A set of points 𝑃 (nodes)

• A set of open sets 𝑂𝑝𝑒𝑛 ⊆ 2𝑃 (quorums)

With axioms:

1. ∅ ∈ 𝑂𝑝𝑒𝑛 and 𝑃 ∈ 𝑂𝑝𝑒𝑛

2. If 𝑋 ⊆ 𝑂𝑝𝑒𝑛 then ⋃𝑋 ∈ 𝑂𝑝𝑒𝑛

3. If 𝑂, 𝑂′ ∈ 𝑂𝑝𝑒𝑛 then 𝑂 ∩ 𝑂′ ∈ 𝑂𝑝𝑒𝑛

But, the intersection of two 
quorums is usually not a quorum!
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Semitopology is like topology but without the 
intersection axiom
A semitopology is

• A set of points 𝑃 (nodes)

• A set of open sets 𝑂𝑝𝑒𝑛 ⊆ 2𝑃 (quorums)

With 2 axioms:

1. ∅ ∈ 𝑂𝑝𝑒𝑛 and 𝑃 ∈ 𝑂𝑝𝑒𝑛

2. If 𝑋 ⊆ 𝑂𝑝𝑒𝑛 then ⋃𝑋 ∈ 𝑂𝑝𝑒𝑛

3. If 𝑂, 𝑂′ ∈ 𝑂𝑝𝑒𝑛 then 𝑂 ∩ 𝑂′ ∈ 𝑂𝑝𝑒𝑛
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We can now turn to familiar topology notions 
to answer questions about FBA systems

Example: what does it mean to be in agreement?
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𝑄1

𝑄2
𝑄3

𝑄4

𝑄11

𝑄7

𝑄8

𝑄9

𝑄10

𝑄12

𝑄5

𝑄6



Recall the definition of continuity at a point 𝑝

𝑓 is continuous at 𝑝 when:
for every open neighborhood 𝑂′ of 𝑓(𝑝), 
𝑓−1 𝑂′ contains an open neighborhood of 𝑝

Take 𝑝 = 2 and 𝑂′ = 3, 4

• 𝑓 𝑝 = 3.5 ∈ 𝑂′

• 𝑓−1 𝑂′ = (1.5, 2.5) is open

• 2 ∈ 𝑓−1(𝑂′)

𝑂′

𝑓−1(𝑂′)

𝑝 = 2
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Agreement = continuity
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1

0

Discrete semitopology
on {0,1}

Semitopology of nodes

𝑛

𝑛′

𝑑 𝑛 = 0

𝑑 𝑛′ = 1

𝑂1

𝑂3

𝑂2

𝑂4 𝑂5
𝑑 continuous at 𝑛 when:
for every open neighborhood 𝑂′ of d(𝑛), 
𝑑−1 𝑂′ contains an open neighborhood of 𝑛

Translation: 
“if 𝑛 decides 𝑣 then there is a quorum of
𝑛 that decides 𝑣”

𝑂′ = {0}
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We discover a zoo of semitopological
structures
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A semitopology partitions itself into
maximal transitive open sets (topens) plus one 
non-topen set 
𝑇𝑜𝑝𝑒𝑛 𝑇 ≡

1. 𝑇 is open (is a quorum)

2. 𝑂 ≬ 𝑇 ∧ 𝑇 ≬ 𝑂′ ⇒ 𝑂 ≬ 𝑂′ (𝑇 has quorum intersection)

Now show: 𝑇𝑜𝑝𝑒𝑛 𝑇 ∧ 𝑇𝑜𝑝𝑒𝑛 𝑇′ ∧ 𝑇 ≬ 𝑇′ ⇒ 𝑇𝑜𝑝𝑒𝑛(𝑇 ∪ 𝑇′)

1. By the union axiom, 𝑇 ∪ 𝑇′ is open

2. Consider 𝑂 ≬ 𝑇 and T′ ≬ 𝑂′
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𝑂 ≬ 𝑇′ 𝑇′ ≬ 𝑂′

𝑂 ≬ 𝑂′

𝑇 transitive; 𝑂, 𝑇′ open

𝑇′ transitive; 𝑂,𝑂′ opens

𝑂 ≬ 𝑇 𝑇 ≬ 𝑇′



Topens have useful closure properties

Recall, in topology, |𝑅| the closure of 𝑅 is the set of points whose open 
neighborhoods all intersect 𝑅

If 𝑇 is a topen, we have

1. ∀𝑂. 𝑂 ∈ 𝑂𝑝𝑒𝑛 ∧ 𝑂 ≬ 𝑇 ⇒ 𝑇 ⊆ 𝑂

2. ∀𝑅. 𝑅 ≬ 𝑇 ⇒ 𝑅 ≬ 𝑇
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Reliable broadcast implements all-or-nothing 
message broadcasting
There is a designated sender and:

• If 𝑛 and 𝑛′ are well-behaved, 𝑛 delivers message 𝑣 if and only if 𝑛′
delivers 𝑣

• If the sender is well-behaved, every node eventually delivers its 
message
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deliver!

deliver!

Bracha broadcast implements reliable 
broadcast
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𝒇 + 𝟏

𝟐𝒇 + 𝟏

𝑛1

𝑛3

𝑛2

𝑛4

vote phase accept phase

𝑡1 𝑡3𝑡2

𝟐𝒇 + 𝟏

𝒇 + 𝟏

deliver!

The rules:

1. 𝑎𝑛𝑛𝑜𝑢𝑛𝑐𝑒 𝑠𝑒𝑛𝑑𝑒𝑟, 𝒗 ⇒ 𝑣𝑜𝑡𝑒(𝒏, 𝒗)

2. 𝑣𝑜𝑡𝑒 𝟐𝒇 + 𝟏, 𝒗 ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡 𝒏, 𝒗

3. 𝑎𝑐𝑐𝑒𝑝𝑡 𝒇 + 𝟏, 𝒗 ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡(𝒏, 𝒗)

4. 𝑎𝑐𝑐𝑒𝑝𝑡 𝟐𝒇 + 𝟏, 𝒗 ⇒ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟 𝒏, 𝒗



Bracha broadcast relies on 4 properties

The rules:

1. 𝑎𝑛𝑛𝑜𝑢𝑛𝑐𝑒 𝑠𝑒𝑛𝑑𝑒𝑟, 𝒗 ⇒ 𝑣𝑜𝑡𝑒(𝒏, 𝒗)

2. 𝑣𝑜𝑡𝑒 𝟐𝒇 + 𝟏, 𝒗 ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡 𝒏, 𝒗

3. 𝑎𝑐𝑐𝑒𝑝𝑡 𝒇 + 𝟏, 𝒗 ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡(𝒏, 𝒗)

4. 𝑎𝑐𝑐𝑒𝑝𝑡 𝟐𝒇 + 𝟏, 𝒗 ⇒ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟 𝒏, 𝒗

Sufficient properties:

P-1: There are 2f+1 well-behaved nodes

P-2: Every two set of 2f+1 have a well-behaved
member in common 

P-3: Every set of 2f+1 includes f+1 well-
behaved nodes

P-4: There is one well-behave node among f+1

P-3?: ∀𝑂.𝑂 ∈ 𝑂𝑝𝑒𝑛 ∧ 𝑂 ≬ 𝑇 ⇒ 𝑇 ⊆ 𝑂
P-4:? ∀𝑅. 𝑅 ≬ 𝑇 ⇒ 𝑅 ≬ 𝑇



Topological closure generalizes blocking sets

Classic threshold quorum system

• 3𝑓 + 1 nodes; 𝑓 may fail

• quorum threshold is 2𝑓 + 1

• blocking set threshold is 𝑓 + 1

Semitopology

• semitopology with topen 𝑇 that 
does not fail

• the quorums are the opens

• 𝑅 blocks 𝑛 when 𝑛 ∈ 𝑅
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Bracha broadcast in a semitopology

Sufficient properties:

P-1: 𝑇 is an open

P-2: 𝑇 is transitive

P-3: ∀𝑂.𝑂 ∈ 𝑂𝑝𝑒𝑛 ∧ 𝑂 ≬ 𝑇 ⇒ 𝑇 ⊆ 𝑂

P-4: ∀𝑅. 𝑅 ≬ 𝑇 ⇒ 𝑅 ≬ 𝑇

The rules:

1. 𝑎𝑛𝑛𝑜𝑢𝑛𝑐𝑒 𝑠𝑒𝑛𝑑𝑒𝑟, 𝒗 ⇒ 𝑣𝑜𝑡𝑒(𝒏, 𝒗)

2. 𝑣𝑜𝑡𝑒 𝑸, 𝒗 ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡 𝒏, 𝒗

3. 𝑎𝑐𝑐𝑒𝑝𝑡 𝑹, 𝒗 ∧ 𝑛 ∈ |𝑹| ⇒ 𝑎𝑐𝑐𝑒𝑝𝑡(𝒏, 𝒗)

4. 𝑎𝑐𝑐𝑒𝑝𝑡 𝑸, 𝒗 ⇒ 𝑑𝑒𝑙𝑖𝑣𝑒𝑟 𝒏, 𝒗



We can compute closures using a distributed 
algorithm
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We can compute closures using a distributed 
algorithm
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Define lim 𝑅 = ⋃𝑖≥0 𝑙𝑖𝑚𝑖(𝑅) where:

• 𝑙𝑖𝑚0 𝑅 = 𝑅

• 𝑙𝑖𝑚𝑖+1 𝑅 = 𝑙𝑖𝑚𝑖 𝑅 ∪ {𝑛 . ∀𝑆 ∈ 𝕊𝕝𝑛. 𝑆 ≬ 𝑙𝑖𝑚𝑖(𝑅)}

Theorem:
𝑅 = lim(𝑅)



Consensus in FBA:
quorum certificates do not work
• In algorithms like PBFT, nodes can prove to each other that a quorum 
𝑄 is in a given state by exhibiting a quorum certificate, i.e. signed 
messages from the members of 𝑄

• This is not very useful in FBA because the notion of quorum is not 
shared by everyone

• Solving consensus in FBA is reminiscent of solving consensus in the 
unauthenticated Byzantine model
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Paxos solves consensus in an eventually 
synchronous crash-stop quorum system
In the consensus problem, nodes start with private inputs and must 
eventually agree on a common output among the inputs.

Node’s outputs are called decisions
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Paxos solves consensus in an eventually 
synchronous crash-stop quorum system
• Nodes execute a sequence of rounds 1,2,3… To simplify, we assume 

synchronous rounds where each nodes hears from at least a quorum 
in each round

• Each round has a unique pre-determined leader

• The leader proposes a value and nodes vote for the leader’s value

• Any value voted for by a quorum in a given round is decided

• The leader must only propose safe values, i.e. values that do not 
contradict any decision in a previous round
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w v v

v v v

v

𝑛1

𝑛2

𝑛3

We represent an execution as a table

Round 1 Round 2 Round 3 Round 4 Round 5



A leader proposes the value voted for in the 
highest round before the current round
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v

v v

w

𝑛1

𝑛2

𝑛3

vInductively, all previous values are safe for the rounds 
in which they appear  any previous decision must be 
equal to the value of the highest round

Round 1 Round 2 Round 3 Round 4 Round 5



With malicious nodes, we cannot trust 
leaders or what nodes report
• Nodes and leaders need to double-check that value are safe

• For liveness, a leader must make sure that the value it proposes will 
be deemed safe by the nodes

• Quorum certificates do not work
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v v v v w w w

v w w w
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𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

Unauthenticated Paxos:
• 4 voting phases per round
• Decision if quorum in the last phase of a round

Decision in round 2!

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v v w w

v v v v w w

v v v v w w w w

v w w

𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

A value is safe if supported by 𝑓 + 1 in the previous phase

w

𝒇 + 𝟏

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v w w

v v v w

v v w w

v w w

𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

• Nodes redo the leader’s check for themselves
• The leader must not miss a value seen by other nodes, 

so it uses phase-3 values

v

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v w w w

v v v w w

v v w w w

v w w

𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

• Nodes redo the leader’s check for themselves
• The leader must not miss a value seen by other nodes, 

so it uses phase-3 values

w

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v v v v w w

v v v v w w w w

v w w

v w

v v v w

v v w w

v w w
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𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

We use phases 3 and 4 for the “highest-value” rule

w

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v v v v w w w

v w w
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𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

• We use phases 3 and 4 for the “highest-value” rule
• We use phases 1 and 2 to check for safety: a value is 

safe if supported by 𝑓 + 1 in the previous phase

w

𝒇 + 𝟏

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v w w
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𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

• We use phases 3 and 4 for the “highest-value” rule
• We use phases 1 and 2 to check for safety: a value is 

safe if supported by 𝑓 + 1 in the previous phase

w

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4
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v w w
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𝑛1

𝑛2

𝑛3

𝑛4

Round 1 Round 2 Round 3

• We use phases 3 and 4 for the “highest-value” rule
• We use phases 1 and 2 to check for safety: a value is 

safe if supported by 𝑓 + 1 in the previous phase

w

𝒇 + 𝟏

Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4 Phase 1 Phase 2 Phase 3 Phase 4



Unauthenticated Byzantine Paxos is like Paxos, 
but:

There are 4 voting phases per round instead of 1

Leaders use highest phase-3 value and check safety with phase 2

Nodes use highest phase-4 value and check safety with phase 1
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Conclusion

The Federated Byzantine Agreement model allows constructing 
quorum systems in permissionless networks, without proof-of-stake

Quorums in a FBA system are local and form a semitopology, which is a 
new mathematical object with rich structure and explanatory power

Solving consensus in an FBA system is reminiscent of solving consensus 
in the unauthenticated BFT model

63



Open problems:
• Leader election

• Sybil-resistant P2P overlays for FBA

• Cryptography in the FBA model
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Non-closure property of leagues in the 
asymmetric model
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Classic 2/3rd threshold quorum systems are 
an instance of FBA

Give every node 𝑝 the set of slices:

𝕊𝑝 = {𝑆 ∈ 2𝑃: 3 𝑆 = 2|𝑃|}

We obtain a classic BFT quorum system where every node 𝑝 has the set 
of survivor-sets/quorums:

ℚ𝑝 = {𝑄 ∈ 2𝑃: 3 𝑄 ≥ 2 𝑃 }
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